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Introduction
Goal: Enhance the generalization capabilities of 
vision-language robotic manipulation policies.

Limitations of state-of-the-art methods:
- Train and test policies on the same task set

- Focus on a limited set of action skills 

(pick-and-place)

Our contribution:
1. A comprehensive benchmark: covering 7 action skills and 4 

generalization levels
2. A generalist LLM-guided 3D policy:

+ 3D-based robotic manipulation policy: more precise action prediction

+ Integration with LLMs and VLMs: improved generalization ability
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GEMBench: GEneralizable Vision-Language Robotic Manipulation Benchmark

Train set: 16 tasks (31 variations) / 
7 action primitives.

Test set: 44 tasks (92 variations) / 
4 levels of generalization.

The Proposed Method

Evaluation on RLBench-18Task 

- Efficient Point Transformer v3 backbone 
- Improve precision via point-wise classification

3D-LOTUS policy:

Achieved SoTA performance and faster training speed. 

Experimental Results

3D-LOTUS++ performs better on more challenging generalization levels.

3D-LOTUS++ framework:

Real Robot Setups

“place the yellow cup inside the
red cup, then the cyan cup on top”

“put the tuna can in the box,
then put the corn in the box”

“stack the (black/red) cup
on top of the (orange/black) cup”

“put the (lemon/banana)
in the box”

“put the grapes in the yellow plate, 
then put the banana in the pink plate”

“put the frog toy 
in the top drawer”

“put the (strawberry/peach)
in the box”

“open the top drawer”

“stack the (yellow/navy) cup
on top of the (pink/yellow) cup”

“put the pink mug on the
middle part of the hanger”

Evaluation on GemBench Ablation on GemBench

Real 
world 
results

CVPR 2025 
Challenge & Workshop

Unseen 
Tasks 

Train 
Tasks

“put the frog toy
in the top drawer”

       LLaMA-7B performs task planning by splitting high-level goal instructions into a sequence of primitive actions.1

3 3D-LOTUS visuomotor policy predicts precise robot trajectory for a given target object and primitive action.

2 OwlViT v2 + SAM processes multiple views and the target object name for visual grounding.

The motion policy and object 
grounding are the main 
bottlenecks for generalizable 
robotic manipulation.
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